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ABSTRACT

This paper discusses work in progress to estimate port loca-
tions and operational areas in a scalable, data-driven, unsuper-
vised way. Knowing the extent of port areas is an important
component of larger maritime traffic analysis systems that in-
form stakeholders and decision makers in the maritime indus-
try, governmental agencies, and international organizations.
The proposed approach uses Kernel Density Estimator (KDE)
and exploits the large volume of Automatic Identification Sys-
tem (AIS) data to learn the extent of port areas in a data-driven
way. Example results for the port of La Spezia, Italy, demon-
strate the approach for real data.

Index Terms— KDE, port location estimation, AIS, map
reduce, big data

1. INTRODUCTION

The Mediterranean hosts one of the most complex and dense
port networks in the world, a gateway to European commerce
and industry. A recent report published by the European
Commission calculated that 74% of goods imported and ex-
ported and 37% of exchanges within the European Union
transit through the roughly 1,200 seaports along its 70,000
km of coastline [1, 2]. Decision makers, policy advisors,
trade partners, security experts, safety agencies, international
organizations, and vessel operators are becoming more re-
liant on benchmark metrics of port activities to carry out
their duties. Examples of such metrics include maritime and
intermodal connectivity indicators, volume of cargo through-
put, proportion of different types of goods transported, and
fishing activity indicators. In addition, stakeholders are be-
coming more reliant on summary statistics and representative
Patterns of Life (PoLs) to characterize the ports according
to their local and regional traffic patterns and operational
capabilities.

Generating valid and reliable measurements though, is a
complex task. We often overlook the fact that maritime net-
works operate as “small worlds”, where content and size vary
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over space and time, under the influence of the trade and car-
rier patterns. In particular, port region, port system, and port
range are spatial entities that evolve over time [3], yet their
clear definitions are essential for obtaining accurate metrics
on port activities.

Manually collating and curating port area definitions is
not a realistic approach: subjective definitions of port areas
and system maintenance costs make it unreliable and infea-
sible. Thus, the stepping stone for any useful port analysis
is an automatic, unsupervised, data-driven approach to defin-
ing seaport locations and operational boundaries. While in
the past, sea transport surveillance had suffered from a lack
of data, current tracking technology such as Automatic Iden-
tification System (AIS) [4] has transformed the problem into
one of extracting interpretable information from an overabun-
dance of maritime data. This introduces the additional re-
quirement that the algorithmic approaches must be scalable
to big data regimes.

The major challenge faced today, is developing the abil-
ity to identify patterns emerging within these huge datasets,
fused from a variety of sources and generated from moni-
toring a large number of vessels on a day-to-day basis. The
extraction of implicit and often unknown information from
these datasets belongs to the field of data mining and data
science. Progressively huge amounts of structured and un-
structured data, tracking vessels during their voyages across
the seas, have become available. These datasets provide de-
tailed insights into the patterns vessels follow, while they can
operate as benchmarking tools for port authorities regarding
the effectiveness and efficiency of their ports.

To address the big data challenge in the maritime domain,
researchers have developed computational and statistical ap-
proaches that rely on AIS data to automatically monitor ves-
sel activities and extract their behavioral patterns [5, 6, 7,
8]. Previous work at the NATO Science and Technology Or-
ganization Centre for Maritime Research and Experimenta-
tion (STO-CMRE) has explored how to extract stationary ar-
eas from AIS data based on the spatial clustering algorithm
DBSCAN [9, 10]. Building on that initial work, this paper
presents work-in-progress to estimate port areas in a scalable,
unsupervised, data-driven way. Instead of DBSCAN, the ap-
proach relies on the Kernel Density Estimator (KDE) to form



Fig. 1. Maritime traffic in the port of La Spezia in a 24-hour
period during August 2015. The ship positions are received
by CMRE’s local AIS receiver.

density-based estimates of port locations and operational ar-
eas from the location and velocity data contained in the AIS
messages transmitted by the vessels. The approach is scal-
able because the operations underlying KDE are decompos-
able into MapReduce primitives [11, 12], which enables dis-
tributing the computational load across different computing
nodes and across distributed storage.

2. KERNEL DENSITY ESTIMATION

Let us assume that xi ∈ Rk, with i = 1, . . . , n, are a set of
observations from a probability density f . Initially introduced
by Rosenblatt [13], a basic KDE of f has the form [14]:

fn(x) =
1

nhk

n∑
i=1

Kh (x, xi) , (1)

whereKh is the kernel function, and h denotes the bandwidth
(or window width), which is a smoothing parameter. The
choice of h has a strong influence on the estimate, because
different values highlight different features of the data, de-
pending on the density under consideration. The choice of a
kernel function, on the other hand, is not crucial to the statisti-
cal performance, and a widely adopted choice is the Gaussian
kernel, defined as below
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2.1. Convolution

Apart from a scaling factor, the KDE formula (1) can also be
seen as a convolution (which we denote with the ∗ operator)
between the empirical Probability Density Function (PDF)

and the kernel function [15], that is
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(3)

where φn is the empirical PDF, expressed as a sum of n Dirac
delta functions δ (·) centered in the data samples. A computa-
tionally efficient variant of this formulation bins the data sam-
ples into k-dimensional histograms, and convolves the his-
togram with the kernels instead of the individual delta func-
tions. This variant is appealing when the data size increases,
because it produces an essentially identical result at a fraction
of the computational cost.

2.2. Adaptive KDE

Both the KDE in (1) and the KDE by convolution (3) em-
ploy a fixed kernel bandwidth for all the observed data points.
An intuitive improvement is to weight observations non uni-
formly; that is, extreme observations in the tails of the distri-
bution should have their mass spread in a broader region than
those in the body of the distribution. Specifically, instead of
having a single value for h, in the adaptive KDE approach hi,
for i = 1, . . . , n, is the bandwidth of the kernel centered in
the i-th observation.

The first challenge is how to decide if an observation be-
longs to a region of high or low density. The adaptive ap-
proach [15] relies in fact on a two-stage procedure: combin-
ing (1) with (2), a pilot estimate is first computed to identify
low-density regions coarsely, using a fixed bandwidth factor.
Since only a coarse idea of how the density is distributed
in the area of interest, here we can use the convolved his-
togram (3), which comes at a fraction of the computational
cost required to compute (1).

2.2.1. Local bandwidth factors

Under the assumption that the underlying distribution is k-
variate normal, the optimum (fixed) window can be written
as [15]:

h∗ =

(
4

n(k + 2)

) 1
k+4

. (4)

The local bandwidth factors λi, for i = 1, . . . , n are then
given by

λi =

(
fn (xi)

g

)−α

, (5)

where 0 ≤ α ≤ 1 is the sensitivity parameter and g is the geo-
metric mean of the fixed-bandwidth density estimate fn (xi)
evaluated in the data points

log g =
1

n

n∑
i=1

log fn (xi) . (6)



The adaptive KDE of f can be finally expressed as

f̂n (x) =
1

n

n∑
i=1
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k
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(x,xi) . (7)

3. IMPLEMENTATION AND RESULTS

Let us indicate the full kinematic state of a vessel at a generic
time with χi = [ai, bi, vi]

T ∈ R3, where a and b repre-
sent the longitude and latitude coordinates, respectively, of
the ship in a geographic coordinate system, and v ≥ 0 is the
instantaneous speed of the vessel. We introduce also a re-
duced vessel kinematic state that doesn’t include the instan-
taneous speed xi = [ai, bi]

T ∈ R2. Finally, we observe the
ship traffic in the neighborhood of a port in the time interval
[0, T ], where T can be hours, days or even months, depending
on the application.

Our objective is to determine the area of the port given
the set AIS of observations X , that can be made up either by
the full or reduced kinematic states of the ships observed in
the area of interest. Assuming that the samples X are drawn
from a probability density function f , the proposed approach
consists of applying the KDE to the data samples, and deter-
mining the port extent using horizontal cuts of the resulting
estimated probability density function.

Unfortunately, the direct computation of the fixed KDE (1)
is highly inefficient, especially for large or highly dimensional
data sets. In fact several approaches have been proposed in
the past to reduce the computational burden [16, 17, 18].
However, as the data set size and its dimensionality increase,
even the aforementioned approaches can easily become com-
putationally prohibitive and therefore distributed approaches
are necessary. Zheng et al. [12] have recently proposed ran-
domized and deterministic distributed algorithms for efficient
KDE with quality guarantees, adapting them to the popular
MapReduce programming model. As in [12], our approach is
to take advantage of the linearity of the KDE to distribute the
computation among many different nodes using the MapRe-
duce [11] distributed programming model.

For our purposes, we consider the port as the extended
location where ships exhibit a very low speed. Consequently,
there are two possible approaches for estimating the density
function. The first one is to compute the KDE in R3 at a very
high computational cost using the complete kinematic states
χi including also the ship speed, and then compute the spatial
density estimate f̄n(x) by marginalization of fn(χ)

f̄n (x) =

∫ vT

0

fn(χ) dv,

where vT is the speed threshold that discriminates the station-
ary ships from those under way.

The second approach is to form the KDE in R2 using only
the positional information xi of the ships that can be consid-

ered stationary. In other words, given the set of all the obser-
vations, we can build a subset of the positional states of only
those ships whose speed is below a desired threshold vT , and
compute the KDE on this subset. This second approach can be
also seen as an approximation to the first one that trades some
result accuracy for a more affordable computational cost.

We applied these two approaches and the adaptive KDE (7)
to the data set shown in Fig. 1, which is made up by all the
AIS messages received by CMRE’s local station during a
24-hour period in August 2015. The resulting kernel density
estimates are shown in Fig. 2, where we report: on the left
side, the fixed-bandwidth KDE computed in R3 using the
kinematic states χi and marginalized on v; in the middle and
on the right side, the fixed-bandwidth and adaptive KDE,
respectively, both computed in R2 and discarding all kine-
matic states whose instantaneous speed was greater than the
threshold vT , that was set, in all three cases, to 1 kn.

4. CONCLUSION AND FUTURE WORK

Estimating port locations and operational areas is an essen-
tial component for achieving Maritime Situational Aware-
ness (MSA). The large volume of AIS data imposes algo-
rithmic approaches that require minimal human intervention
and scale with the increasing data volumes. The KDE-based
approaches presented here address these challenges by com-
bining MapReduce with fixed or adaptive kernel bandwidths.
The results presented on the single port of La Spezia could
be extended to other ports worldwide, and a port analysis
platform could be developed that learns the port areas world-
wide in an unsupervised way. The proposed approach can be
extended to other types of areas besides ports: off-shore plat-
forms, anchorage areas, and fishing grounds can be detected
automatically and their extent estimated in a data-driven,
unsupervised fashion.
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